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Abstract—This paper describes the updated Combined Active-Passive (CAP) retrieval 8	  

algorithm for simultaneous retrieval of surface salinity and wind from Aquarius’ brightness 9	  

temperature and radar backscatter. Unlike the algorithm developed by Remote Sensing Systems 10	  

(RSS), implemented in the Aquarius Data Processing System (ADPS) to produce Aquarius 11	  

standard products, the Jet Propulsion Laboratory’s CAP algorithm does not require monthly 12	  

climatology SSS maps for the salinity retrieval. Furthermore the ADPS-RSS algorithm fully uses 13	  

the National Center for Environmental Predictions (NCEP) wind for data correction, while the 14	  

CAP algorithm uses the NCEP wind only as a constraint. The major updates to the CAP 15	  

algorithm include the galactic reflection correction, Faraday rotation, Antenna Pattern 16	  

Correction, and geophysical model functions of wind or wave impacts. Recognizing the 17	  

limitation of geometric optics scattering, we improve the modeling of the reflection of galactic 18	  

radiation; the results are better salinity accuracy and significantly reduced ascending-descending 19	  

bias. We assess the accuracy of CAP’s salinity by comparison with ARGO monthly gridded 20	  

salinity products provided by the Asia-Pacific Data-Research Center (APDRC) and Japan 21	  

Agency For Marine-Earth Science And Technology (JAMSTEC). The RMS differences between 22	  

Aquarius CAP and APDRC’s or JAMSTEC’s ARGO salinities are less than 0.2 psu for most 23	  

parts of the ocean, except for the regions in the Inter-tropical Convergence Zone, near the 24	  

outflow of major rivers and at high latitudes.   25	  
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I. INTRODUCTION 26	  

Global measurements of sea surface salinity (SSS) are important for studying the ocean 27	  

circulation and water cycle and consequently for improving the estimates of seasonal to 28	  

interannual climate predictions. Two L-band microwave remote sensing satellites, the Soil 29	  

Moisture and Ocean Salinity (SMOS) mission (Font et al., 2009; Boutin et al., 2012; Reul et al., 30	  

2012) and the Aquarius/SAC-D mission (Lagerloef et al., 2008) are currently operating to make 31	  

global observations of SSS.  32	  

Aquarius is a combined passive/active L-band microwave instrument developed to map the 33	  

salinity field at the surface of the ocean from space (Lagerloef et al., 2008), and has been 34	  

operating since August 25, 2011.  The primary science objective of this mission is to monitor the 35	  

seasonal and interannual variation of the large-scale features of the SSS field in the open ocean 36	  

with a spatial resolution of 150 km and a retrieval accuracy of 0.2 practical salinity unit (psu) 37	  

globally on a monthly basis.  38	  

The measurement principle is based on the response of the L-band (1.413 GHz) sea surface 39	  

brightness temperatures (TB) to SSS (Swift and McIntosh, 1983; Yueh et al., 2001). To achieve 40	  

the required accuracy, the impact of sea surface roughness, galactic radiation and Faraday 41	  

rotation, along with several additional factors, impacting the observed brightness temperature, 42	  

must be corrected to better than a few tenths of a degree Kelvin.  To this end, Aquarius’ 43	  

radiometer measures the first three Stokes parameters to enable Faraday rotation correction using 44	  

the Aquarius data itself (Yueh, 2000), and the scatterometer (1.26 GHz) is included to help 45	  

correct for the surface roughness effect.  46	  

We describe in this article the modifications to the Combined Active-Passive (CAP) 47	  

algorithm for the retrieval of SSS and wind from Aquarius data (Yueh et al., 2012; Yueh et al., 48	  

2013). The data used for analysis and error evaluation are described in Section 2. Section 3 49	  

describes the model functions of sea surface scattering and emission. The retrieval algorithm is 50	  
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described in Section 4. The performance of the CAP algorithm has been assessed by comparison 51	  

with the in situ data from ARGO (Section 5). The summary is provided in Section 6.    52	  

II. DATA 53	  

A. Aquarius Data 54	  

The standard Aquarius L2 product is operationally processed by the Aquarius Data Processing 55	  

System (ADPS) and distributed by the Physical Oceanography Distributed Active Archive 56	  

Center (PODAAC). The Aquarius instrument has three antenna beams, operating at about 29-, 57	  

38- and 46-degree incidence angles (LeVine et al., 2007). Each antenna beam has one radiometer 58	  

(1.413 GHz), which measures the first three Stokes parameters of microwave radiation (Kraus, 59	  

1986). The three antenna feeds for radiometers are shared with the scatterometer (1.26 GHz), 60	  

which acquires the normalized radar cross sections (σ0) for co- and cross-polarizations. The 61	  

standard L2 product includes the Aquarius radiometer brightness temperatures and radar 62	  

backscatter data as well as the SSS retrieved based on the algorithm developed by Remote 63	  

Sensing Systems (RSS) (Meissner and Wentz, 2014).  64	  

B. Argo Gridded Data 65	  

The Argo (Array for Real-time Geostrophic Oceanography) (Roemmich and the Argo 66	  

Steering Team, 2009) project provides in situ salinity profiles over the global ocean through the 67	  

deployment of over 3000 free-drifting profiling floats that measure salinity and temperature from 68	  

near the surface to 2000 dbar. For the evaluation of CAP product, we use two monthly gridded 69	  

ARGO data composed from float observations through optimal interpolation (OI), which are 70	  

obtained from two sources. The first set is from the Asia-Pacific Data-Research Center (APDRC) 71	  

of the International Pacific Research Center (IPRC) at the University of Hawaii (available from 72	  

http://apdrc.soest.hawaii.edu). The second is available from Japan Agency for Marine-Earth 73	  

Science and Technology (JAMSTEC) (available from http://www.jamstec.go.jp/ARGO) 74	  

[Hosoda et al., 2010]. In contrast to the APDRC, which is solely composed of ARGO data, 75	  
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JAMSTEC combines data from ARGO floats, Triangle Trans-Ocean Buoy Network (TRITON), 76	  

and available conductivity-temperature-depth (CTD) casts. 	  77	  

The Argo OI products are monthly gridded products, and will be limited by the temporal and 78	  

spatial sampling of Argo individual measurements. There is clear evidence that the Argo OI 79	  

products are inaccurate in the Western Atlantic and Easter Pacific freshwater pool possibly 80	  

because of the lack of Argo samples or surface stratification (Tang et al., 2014).	  81	  

III. AQUARIUS GEOPHYSICAL MODEL FUNCTION 82	  

The ocean surface roughness will affect L-band microwave emissions (TB) and radar 83	  

backscatter (σ0) and will also influence the reflection of galactic and atmospheric radiation. This 84	  

section describes the geophysical model functions, relating TB and σ0 to the wind speed, wind 85	  

direction and significant wave height. The modeling of the reflected galactic and atmospheric 86	  

radiation is described in Section IV.B. We have previously analyzed about 7 months of Aquarius 87	  

data to develop the geophysical model functions (Yueh et al., 2013). Analyses were completed 88	  

by performing the matchup of Aquarius data with the wind speed from the Special Sensor 89	  

Microwave Imager/Sounder (SSMI/S), wind direction from the National Center for 90	  

Environmental Prediction (NCEP), Reynolds Sea Surface Temperature (SST) (Reynolds et al., 91	  

2007), and the Hybrid Coordinate Ocean Model (HYCOM) SSS (Cassignet et al., 2009). The 92	  

matchup data were used to develop the geophysical model function (GMF) for radar σ0 and 93	  

excess surface emissivity (Δep):   94	  

 Δep =
TBp −TBpflat (Ts ,SSS,θ )

Ts
 , (1) 95	  

where TBflat is the brightness temperature of flat-water surfaces computed using a weighted 96	  

average of the water dielectric constant models by Klein and Swift (1977) and Meissner and 97	  

Wentz (2004) for a given Reynolds SST (Ts) and HYCOM SSS.  The weighting coefficients are 98	  



 

5 
© 2014 California Institute of Technology. Government sponsorship acknowledged. 

chosen to reduce the salinity retrieval bias at low temperatures and are provided in Tang et al. 99	  

(2013). The subscript “p” stands for polarization, vertical (V) or horizontal (H). 100	  

We have repeated the previous analysis (Yueh et al., 2013), but have included the data 101	  

acquired up to June 2013. To minimize the effects of rain (Tang et al., 2013), we excluded any 102	  

matchups with non-zero SSMI/S rain rate from our analysis. The rain-free matchups were 103	  

grouped into bins with step size of 1 m in Significant Wave Height (SWH), 1 ms-1 in wind speed 104	  

and 10 degrees in wind direction. The Aquarius data in each bin were averaged to represent the 105	  

expected microwave response at the given SWH, wind speed and direction.  106	  

 The Aquarius data binned as a function of the NCEP wind direction are illustrated in Figs. 1 107	  

and 2 for all antenna beams. Figure 1 plots the σ0 for VV, HH and VH polarizations in the top, 108	  

middle, and bottom panels, respectively. We did not include the cross-polarized backscatter in 109	  

(Yueh et al., 2013), because it is much noisier and requires much more data to reduce the 110	  

uncertainty. With the addition of one more year of data, the binned VH data are still somewhat 111	  

noisy, but has shown wind speed and direction dependence (bottom panels in Fig. 1).  112	  

There is interesting direction dependence in all polarizations: The upwind backscatter is larger 113	  

than the crosswind backscatter for high winds (>10 ms-1), but the relative amplitude changes at 114	  

lower wind speeds (<8 ms-1). The Negative Upwind-Crosswind (NUC) Asymmetry at low winds 115	  

for VV and HH was reported in (Isoguchi and Shimada, 2009;Yueh et al., 2013), and now can 116	  

also be found in the VH channel. The NUC feature is not expected to be a feature of Bragg 117	  

scattering (Wu and Fung, 1972; Kudryavtsev et al., 2003) unless the directional spectrum of the 118	  

ocean surface has the same NUC asymmetry. Its physical origin remains to be determined. 119	  

The major differences among the three polarization channels are the depth of directional 120	  

modulation and wind speed dependence near the crosswind direction.  The amplitude of Upwind-121	  

Crosswind (UC) difference is similar for all polarizations at less than 10 ms-1 wind speeds. 122	  

However, the UC difference increases rapidly with wind speed for the co-polarizations (VV and 123	  
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HH), while the UC difference for VH changes much less. At the wind speed of 20 ms-1, the UC 124	  

difference for VV and HH reaches about 4 to 5 decibels (dBs), and the UC difference for VH is a 125	  

factor of two smaller than VV and HH, about 1 dB for beam 1 (29 degrees incidence angle) and 126	  

2 dB for beam 3 (46 degrees incidence angle).  127	  

The combined effect of a relatively larger UC asymmetry at all wind speeds and NUC 128	  

asymmetry at low winds creates an interesting phenomenon for the VV polarization at the 129	  

crosswind direction. This is particularly obvious for beam 3; it is found that at the crosswind 130	  

direction (90 or 270 degrees) the beam-3 VV backscatter at a wind speed of 5 ms-1 is larger than 131	  

that at 8, 10, 12 and 15ms-1 wind speeds. In other words, the VV radar backscatter has negative 132	  

wind speed dependence at the crosswind direction for VV over a certain range of wind speeds; 133	  

the particular range depends on incidence angles or antenna beams (Fig. 1).   134	  

The excess surface emissivity also exhibits directional dependence (Fig. 2) with features 135	  

essentially the same as those derived with much less data (Yueh et al., 2013). The emissivity for 136	  

vertical polarization has positive UC asymmetry (upper panel) at wind speeds higher than 12 m 137	  

s-1, while that for horizontal polarization has negative asymmetry (middle panel.)  For lower 138	  

wind speeds (<10 ms-1), it seems that the emissivity for vertical polarization also has NUC 139	  

asymmetry, like the radar data.  140	  

The directional dependence of the excess surface emissivity is small for low winds and 141	  

increases with wind speed. At a wind speed of 20 ms-1, the peak-to-peak emissivity change is 142	  

about 0.005, roughly corresponding to 1.5 K in brightness temperature. A major difference from 143	  

the radar data is that there is no negative wind speed dependence at the crosswind direction 144	  

because of a relatively smaller upwind-crosswind directional modulation. 145	  

The emissivity of the third Stokes parameter (Kraus, 1986) is illustrated in the bottom panels 146	  

of Fig. 2. The data are much nosier than those for vertical and horizontal polarizations because of 147	  

the errors in the ancillary data required to calibrate the third Stokes data (Yueh et al., 2013). 148	  
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Nevertheless, the third Stokes clearly has sinusoidal direction dependence at wind speeds above 149	  

15 ms-1, confirming the features derived using less data (Yueh et al., 2013). 150	  

In addition to the surface wind, we have found that the ocean waves also influence the σ0 and 151	  

surface emissivity at L-band (Yueh et al., 2014). Their analysis included the National Oceanic 152	  

and Atmospheric Administration (NOAA) WaveWatch-3 (WW3) Significant Wave Height 153	  

(SWH) in the matchup data. The Aquarius data were binned as a function of the SWH at 1-m 154	  

step as well as wind speed and direction. The directional dependence of the Aquarius data at 155	  

each wind speed and SWH was analyzed, and it was concluded that the influence of the SWH on 156	  

the wind direction dependence is small, about 10 percent of the directional amplitude. 157	  

Based on the analysis of the Aquarius data indicated above, we represent the Aquarius GMF 158	  

by the following cosine series to model the impact of wind and waves on L-band σ0 and TB:   159	  

 σ 0 p (w,φ,SWH ) = A0 p (w,SWH )[1+ A1p (w)cosφ + A2 p cos2φ]   (2) 160	  

 Δep (w,φ,SWH ) = ep0 (w,SWH )+ ep1(w)cosφ + ep2 (w)cos2φ   (3) 161	  

In the above equations, the subscript “p” indicates the polarization, which can be VV or HH for 162	  

radar data and V or H for radiometer data. Note that we have neglected the impact of SWH on 163	  

A1p, A2p, ep1 and ep2 because the number of samples in every wind direction bin for each wind 164	  

speed and SWH are small for less frequent conditions (e.g., high winds and low SWH), making it 165	  

difficult to derive these coefficients with consistent accuracy for all wind speed and SWH. When 166	  

more Aquarius data become available, these coefficients will be more accurately modeled and 167	  

considered for the next version of algorithm upgrade to incorporate the SWH impact on the 168	  

directional dependence.  169	  

Given the GMF for excess surface emissivity, we use the following functional form for the 170	  

radiometer model function, which relates the TB to SSS, SST, SWH, wind speed and direction: 171	  

 TBp (SSS,Ts ,w,φ,SWH ,θ ) = TBpflat (SSS,Ts ,θ )+TsΔep (w,φ,SWH ) ,  (4) 172	  
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where θ is the incidence angle. 173	  

We have derived the A1p, A2p, ep1 and ep2 coefficients from the data. Because their amplitudes 174	  

are very close to those reported in (Figs. 4 and 5, Yueh et al., 2013), we therefore do not provide 175	  

similar figures in this article. However more data have improved the estimation of these 176	  

directional coefficients at above 18 ms-1 wind speeds. For radar data, we find that the A1 177	  

coefficient for HH polarization is about a factor of three larger than that for VV polarization, 178	  

while the A2 coefficients of both polarizations are essentially the same. The negative values of 179	  

A2 for wind speeds between 3 and 8 ms-1 signifies the NUC asymmetry discussed earlier. For 180	  

radiometer data, the upwind-downwind asymmetry, represented by e1, increases with increasing 181	  

wind speed and turns out to be larger for vertical polarization than for horizontal.  The 182	  

amplitudes of e2v and e2h are about the same although the sign of e2h is negative. The 183	  

characteristics of ep1 and ep2 are similar to those of higher frequency (10-37 GHz) radiometer 184	  

data (Yueh et al., 1999; Yueh et al., 2006; Yueh et al., 2008).  185	  

The cosine series fit of the data versus relative wind direction (e.g., Figs. 1 and 2) also 186	  

produces the amplitude of Ap0 and ep0 for each wind speed and SWH. The values of radar Ap0 are 187	  

illustrated in Fig. 3 versus the SSMI/S wind speed for 8 SWH ranges. The apparent influence of 188	  

the SWH seems quite small for wind speeds lower than 5 ms-1 and increases with increasing 189	  

wind speed. The characteristic of ep0 is very similar (Fig. 4). The tight correlation between the L-190	  

band Ap0 and ep0 for low and moderate wind speeds (<7 ms-1) indicates that they and the SSMIS 191	  

wind speeds are all measure of surface roughness although at different length scales. 192	  

We find that it is more accurate and flexible to use tables together with interpolation or 193	  

extrapolation for the computation of the model coefficients at any wind speed and SWH. The 194	  

tables contain the values of the Ap1, Ap2, ep1 and ep2 at each 1 ms-1 from 0 to 25 ms-1 wind speeds, 195	  

for each antenna beam and polarization. Linear interpolation and extrapolation of the table values 196	  

are used to obtain the values of Apn and epn at wind speeds below 25 ms-1. For wind speeds above 197	  
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25 ms-1, we applied additional exponential attenuation (Yueh et al., 2013) to reduce the 198	  

directional modulation to zero for extreme high velocities as indicated in the high frequency 199	  

radar and radiometer data. For Ap0 and ep0, they are tabulated as functions of wind speed and 200	  

SWH at 1 ms-1 and 1 m steps for each antenna beam and polarization. Bi-linear interpolation or 201	  

extrapolation of the lookup table values is used to obtain the values of Ap0 and ep0 at any wind 202	  

speed and SWH.  203	  

IV.   AQUARIUS CAP TA TO SALINITY PROCESSING 204	  

The processing flow for the Aquarius CAP retrieval is shown in Fig. 5. The scatterometer 205	  

data will go through its calibration and retrieval processing (right branch in Fig. 5) to obtain an 206	  

estimate of the surface wind speed (Yueh et al., 2012; Fore et al., 2013). The scatterometer wind 207	  

retrieval algorithm using dual-polarization data, VV and HH, has been published in (Fore et al., 208	  

2013), and will not be repeated here.  209	  

In the following, we will describe the key steps for the radiometer data processing path, the 210	  

left branch in Fig. 5, leading to the simultaneous retrieval of salinity, wind speed and direction. 211	  

Section IV.A describes the processing of antenna brightness temperatures (TA) to surface 212	  

brightness temperatures (TB). The required model for galaxy reflection correction as part of the 213	  

TA to TB processing is presented in Section IV-B. The processing algorithm for salinity retrieval 214	  

from surface TB and backscatter is described in Section IV.C.   215	  

A. Aquarius TA to TB Calibration 216	  

The Aquarius radiometers make partially polarimetric measurements to obtain the first three 217	  

Stokes parameters, I, Q, and U (Kraus, 1986), which can be represented by a three-component 218	  

vector, T A : 219	  
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  (5) 220	  

The first two Stokes parameters, I and Q, correspond to the sum and difference of the 221	  

vertically polarized brightness temperature (TV) and horizontally polarized brightness 222	  

temperature (TH). TV and TH are measures of the power of the vertically polarized electrical field  223	  

(EV) and horizontally polarized electric field (EH), while the third Stokes parameter (U) signifies 224	  

the real part of the correlation between EV and EH. The angular brackets denote the ensemble 225	  

average of the enclosed quantities. 226	  

The antenna temperatures (T A ), referenced at the antenna input, contain the contribution of 227	  

the emission from sea surfaces, but also the emissions from atmosphere and many galactic 228	  

radiation sources (TAspace) as well as the effects of Faraday rotation by the ionosphere (Yueh et 229	  

al., 2001). The following calibration equation allows the conversion of the antenna temperature 230	  

to the brightness temperature on the top of ionosphere. 231	  

 T OI = A(T A −T Aspace )   (6) 232	  

 T Aspace = T Aglxd +T Asund +T Asunr +T Asuns +T Amoonr   (7) 233	  

TAglxd represents the direct emission from the galaxy into the antenna, TAsund the direct emission 234	  

of Sun into the antenna, TAsunr the reflection of sun radiation by the sea surface near the specular 235	  

direction, TAsuns the diffused scattering of sun radiation by the sea surface, and TAmoonr the 236	  

reflection of moon radiation near the specular direction. The definition of each vector, signifying 237	  

the contribution from each source, is the same as that described in Eq. (5).  These quantities have 238	  

been computed using ancillary information, including the galaxy radiation map, solar flux, and 239	  

the positions of Sun and Moon. The contributions of these are relatively small in comparison 240	  

with the surface roughness effects (winds and waves) for the Aquarius retrieval. Their values 241	  
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have been included in the Aquarius L2 files based on the algorithm described in (Wentz and 242	  

LeVine, 2012), and are deemed sufficiently accurate at this time. In the future when the effects 243	  

of surface roughness have been significantly reduced, iterations to improve the modeling of 244	  

space radiation terms might be necessary. The only term related to the sky radiation, not 245	  

accounted for in Eq. (7), is the galactic radiation reflected by sea surfaces, which has been found 246	  

to have a critical impact on the accuracy of the Aquarius Version 2 and SMOS retrievals (Reul et 247	  

al., 2012), and will be treated with an improved algorithm described in the next section. 248	  

In Eq. (6), the A  matrix accounts for the antenna pattern correction for the estimation of the 249	  

brightness temperatures within the antenna footprint from the integrated surface radiation on 250	  

Earth. The values of the A  matrix used by the CAP processing are obtained by an optimization 251	  

method to minimize the root mean square difference between the Aquarius data and the model 252	  

brightness temperatures computed using the Total Electron Content (TEC) from the International 253	  

Global Navigation Satellite System (GNSS) Service TEC data (2013) with a scaling factor to 254	  

compute the TEC below the satellite (Yueh et al., 2013). The values of  matrix elements are 255	  

listed in Table 1. 256	  

The correction algorithm for Faraday rotation effects uses the third Stokes data measured by 257	  

the radiometer (Yueh, 2000).  The first three Stokes parameters of the emission above the 258	  

atmosphere and the ones from the top of ionosphere, denoted with the subscripts ‘OA’ and ‘OI’, 259	  

respectively, are related to each other by (Yueh, 2000): 260	  

 IOA = IOI   (8) 261	  

 QOA = QOI
2 +UOI

2 −UOA
2   (9)  262	  

Because the second Stokes parameter is much larger than the third Stokes parameter for ocean 263	  

emission at Aquarius’ incidence angles, QOA can be estimated by neglecting UOA with high 264	  

accuracy: 265	  

A
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 QOA ≈ QOI
2 +UOI

2   (10) 266	  

The worst-case error of the above approximation is about 0.01 K for Aquarius beam 1 with an 267	  

incidence angle of about 29 degrees (Q≈20K) at high wind speeds near 20 ms-1 (U≈0.75K). 268	  

Beams 2 and 3 operate at larger incidence angles with the value of Q reaching 30 to 40 K, and 269	  

will have smaller approximation errors. This approximation for Faraday rotation correction 270	  

eliminates the need to use ancillary wind products to estimate UOA. 271	  

From IOA and QOA, we obtain the brightness temperature on the top of atmosphere for vertical 272	  

and horizontal polarizations by TOAV=(IOA+QOA)/2 and TOAH=(IOA-QOA)/2. They are related to the 273	  

surface brightness temperatures (TBP) by the radiative transfer equation 274	  

 TOAP = τ[TBP + rp (Td +TBC )+Tglxp ]+Tu   (11) 275	  

Here τ  is the atmospheric transmittance for the path along the line of sight from the surface to 276	  

the satellite, Td the atmospheric downwelling brightness temperature, Tu the atmospheric 277	  

upwelling brightness temperature, Tglxp the reflected galactic radiation, and Ts the SST. TBC is a 278	  

constant and equals 3 K, representing the floor of the galactic emission. The reflectivity of the 279	  

surface (Rp) is related to the surface emissivity (ep) by 280	  

 Rp = 1− ep = 1−
TBP
TS

  (12) 281	  

From Eqs. (11) and (12), we can solve for TBp 282	  

 TBp =
TOAp /τ −Tu /τ − (Td +τTBC +Tglxp )

1− Td +τTBC
Ts

  (13) 283	  

This equation includes the correction of atmospheric effects and reflected galactic reflection 284	  

(Tglxp). The values of Td, Tu, and τ can be found in the Aquarius L2 files. 285	  
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Note that the atmospheric radiation has much small angular variation than the galaxy 286	  

radiation, which can change by several Kelvin from the galactic plane to the poles. Therefore the 287	  

geometric optics approximation with the nominal small perturbation correction to change the 288	  

effective reflectivity (Eq. 12) can provide an accurate correction for downwelling atmospheric 289	  

radiation, while the reflection of galactic radiation requires a more accurate treatment. 290	  

B. Reflection of Galactic Radiation 291	  

The galaxy includes many bright radiation sources at L-band radiometer frequencies (1400-292	  

1427MHz) which has been allocated for radio astronomy observations (Kraus, 1986). The 293	  

magnitude of these sources may reach several Kelvin for radiation from stars near the galactic 294	  

plane. The dominant contribution of the galactic radiation is due to reflection by the sea surface 295	  

into the main lobe of the Aquarius antenna pattern. The typical approach to model the reflection 296	  

term is to use a Geometric Optics (GO) scattering model (Tsang et al., 1985), which accounts for 297	  

the specular reflection by the surfaces with various orientation angles. It is also quite common to 298	  

assume a Gaussian distribution for the sea surface slope. Although the GO scattering model with 299	  

the Gaussian slope distribution is fairly accurate, residual model errors can be as large as a few 300	  

tenths of Kelvin, resulting in substantial errors for the Aquarius salinity retrieval. A well-known 301	  

negative consequence is the ascending and descending (A-D) bias observed in the Aquarius 302	  

Version 2 (upper panels in Fig. 6) and SMOS products (Reul et al., 2012).  303	  

To account for the diffuse scattering by sea surfaces (Wu and Fung, 1972; Kudryavtsev et al., 304	  

2003) and the non-Gaussian distribution of ocean wave slopes, we have to address the reflection 305	  

of galactic radiation more rigorously. In general the reflected galactic radiation received by 306	  

Aquarius can be modeled as: 307	  

 Tglxp = Rp Kp (θ x ,θ y )Tsky(θ x ,θ y )dθ x dθ y∫   (14) 308	  

The galactic radiation, Tsky, weighted by the kernel Kp, is integrated over the angles, θ x  and θ y , 309	  

on the elevation and azimuth planes relative to the boresight of the antenna. The kernel Kp 310	  
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includes the effects of surface scattering and the Aquarius antenna pattern. The term outside of 311	  

the integral, Rp, is the surface reflectivity at the Aquarius incidence angles. 312	  

We expand the kernel Kp by a series of Gaussian functions:  313	  

 Kp = an (w,SWH )gn (θ x ,θ y )
n=0

N

∑   (15) 314	  

For the CAP Version 3 algorithm, we let the function gn be isotropic Gaussian function. This 315	  

allows us to account for the isotropic portion of diffused scattering effects, which typically have 316	  

broader scatter patterns and lower peak amplitude than the GO scattering effects (Fig. 7). The 317	  

anisotropic scattering effects will be investigated for the next version of the Aquarius retrieval 318	  

algorithm. The half-power width of gn is 5n degrees. Aquarius’ antenna beamwidth is about 5 319	  

degrees, and therefore a step of 5 degrees for the width of gn is adequate to model the combined 320	  

smoothing effects of surface scattering and antenna pattern. 321	  

Substituting Eq. (15) into Eq. (14) results in 322	  

 Tglxp = Rp anTbgn
n=0

N

∑   (16) 323	  

where 324	  

 Tbgn = gn (θ x ,θ y )Tsky(θ x ,θ y )dθ x dθ y∫   (17) 325	  

In general, the expansion coefficient, an, is a function of wind speed, wave height, and other 326	  

surface roughness parameters. The issue is that we don’t know its functional expression. Rather 327	  

than using typical two-scale scattering models for ocean surface scattering (Wu and Fung, 1972; 328	  

Kudryavtsev et al., 2003), we use an empirical approach to estimate Tglxp.  329	  

From Eq. (16), we can recognize that Tglxp is a function of Tbgn, wind speed, SWH, surface 330	  

reflectivity, and so on. 331	  

 Tglxp = Tglxp (w,SWH ,Rp ,Tbg0,Tbg1,...,Tbg6 )   (18) 332	  
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We truncated the series expansion at N=6 because the integration over +/- 30 degrees around the 333	  

boresight is sufficient to account for the diffused scattering effects. 334	  

The implication of Eq. (18) is that we can parameterize Tglxp by a list of variables, which can 335	  

be computed or are available from ancillary data sources. The input variables, Tbgn, are related to 336	  

Aquarius viewing geometry and galactic radiation map, and are not related to the surface 337	  

roughness parameters, w, SWH, and Rp.   338	  

To obtain an approximate expression of Tglxp described by Eq. (18), we apply neural network 339	  

techniques developed by several researchers to solve nonlinear inversion problems, such as the 340	  

determination of particle-size in optical sensing (Ishimaru et al., 1990), inversion of snow 341	  

parameters from passive microwave remote sensing (Tsang et al., 1991), retrieval of rough 342	  

surface parameters including the Root-Mean-Square (RMS) height and the correlation length 343	  

(Ishimaru et al., 1992), and ice thickness inversion (Kwok et al., 1995). 344	  

The Multi-layer Perceptron (MP) (Lippmann, 1987) for the neural network has worked well 345	  

for these applications and we use it for the modeling of Tglxp. A three-layer perceptron network 346	  

trained with the backpropagation algorithm is used in this investigation (Rumelhart, et al., 1986).  347	  

It consists of two hidden layers and one output layer as shown in Fig. 8.  The output layer has 348	  

two output nodes, TglxV and TglxH, for V and H polarizations.  349	  

When an input vector is fed into the network, each input element is multiplied by a weight 350	  

and summed to be used as the input vector of the next layer. This sum, which is called the “net” 351	  

or the “activation”, will pass through the node, represented by a nonlinear transfer function. Here 352	  

the sigmoidal function is used for the transfer function (Rumelhart et al., 1986). The output 353	  

vector of the first hidden layer is then used as the input vector for the second hidden layer.  The 354	  

same process is repeated until the output nodes are reached. The optimization of the inter-355	  

connection weights is based on reduction of the difference between the actual output vector (the 356	  

vector produced by the network) and the desired output vector (the vector which the actual 357	  
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output vector wants to converge to) and is based on the backpropagation algorithm (Rumelhart et 358	  

al., 1986).  359	  

The training dataset is developed using the following procedure. For each Aquarius data 360	  

block in the L2 files, we compute the model surface brightness temperature ( T
 Bp ) using the GMF 361	  

described in Eq. (4) with the scatterometer wind speed (w), NCEP wind direction, Reynolds SST, 362	  

and HYCOM SSS as inputs. The model reflectivity  R
 p is then computed as 1- T

 Bp /Ts. These two 363	  

model quantities along with the atmospheric emission and transmittance allow the estimation of 364	  

the reflected galactic radiation by: 365	  

  T
 glxp = (TOAp −Tu ) /τ − R p (Td +TBC )−T BP   (19) 366	  

Each training data record includes  T
 glxV and  T

 glxH as the target parameters along with the input 367	  

vector composed of w, SWH,  R
 p , τ  and Tbgn (Fig. 8). Note that although we have included the 368	  

relative azimuth angle and incidence angle as part of the input vector in Fig. 8, their 369	  

contributions are negligible because the other inputs are isotropic and the incidence angle is 370	  

essentially constant. They are kept so that we can maintain the same network structure or 371	  

algorithm codes when the angular dependence is considered in the future. The backpropagation 372	  

algorithm requires a large set of training data. We decide to train the neural network using the 373	  

data acquired in 2012. The data in 2011 and 2013 are not used so that they can be used for 374	  

consistency check. 375	  

We have tested a few options for the neural network modeling of the reflected galactic 376	  

radiation. All options have been applied to the CAP retrieval processing to test their 377	  

effectiveness. One option obtains one neural network for each antenna beam trained with the 378	  

entire year of data acquired in 2012. We find that the global average of the ascending-descending 379	  

(A-D) bias has been reduced to 0.1 psu or smaller most of the times, except the months of 380	  

September and October, when the global average of A-D bias of about 0.3 psu is unchanged. The 381	  

other option develops one neural network model for each month. This option allows us to reduce 382	  
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the global average of A-D bias to <0.1 psu for all months. The monthly dependence of the 383	  

network coefficients is probably related to the change of the orientation of galactic plane with 384	  

respect to the Aquarius beam look direction over time. Because we have not yet accounted for 385	  

the directional scattering effects, it is likely some time dependence has to be included to 386	  

compensate for the seasonal change in the orientation of galactic plane. (This is a subject for 387	  

future investigation). For both options, we have also used a thinned dataset, only one day of data 388	  

from every five days of Aquarius data for training. The results from the thinned dataset are 389	  

slightly noisier, but are essentially the same as that from the training with the full dataset in 390	  

2012. This indicates that the training of neural networks has converged.   391	  

For the CAP V3.0 processing, we decided to use the monthly neural network for retrieval 392	  

processing because of the much smaller A-D bias for the months of September and October. The 393	  

computed Tglxp from the neural network model is illustrated in Fig. 9. Note that only the data in 394	  

2012 were included in the training dataset. The computed values for the data in 2011 and 2013 395	  

are fairly similar, indicating the consistency of the neural network models. We don’t anticipate 396	  

large interannual differences because large annual variability of wind speed and SWH is not 397	  

expected.  398	  

We have confirmed that the ascending-descending bias of a few tenths of psu have been 399	  

reduced (Fig. 6) using the neural network model for Tglxp correction. There are still some 400	  

systematic residuals (bottom panels of Fig. 6), but they are similar in both months and are 401	  

probably not related to the reflection of galactic radiation. For example, the negative A-D bias in 402	  

the North Atlantic to the west of Europe and the positive A-D bias in the East China Sea are 403	  

likely the result of radio frequency interference. They will be the subject of future research and 404	  

model improvement for roughness, rain, wave direction and so on. 405	  

C. SSS and Wind Retrieval 406	  

The CAP algorithm retrieves the salinity and wind simultaneously by finding the best-fit 407	  

solution to minimize the difference between the Aquarius data and the model functions described 408	  
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in Eqs. (2)-(4). The earlier versions of the CAP algorithm (Yueh and Chaubell, 2012; Yueh et al., 409	  

2013) use different functional forms for the cost function. After gaining more knowledge about 410	  

the characteristics of the Aquarius L-band microwave data, particularly the weak response of 411	  

radar backscatter to wind speed near the crosswind direction, we included the last two additional 412	  

terms in Eq. (20) to constrain the wind speed and direction solutions primarily for near the 413	  

crosswind directions. The cost function for the CAP Version 3 algorithm is  414	  

 Cap (w,φ,SSS) =
(TBp −TBpm )

2

ΔT 2
p=V ,H
∑ +

(σ 0 p −σ 0 pm )2
(γ pσ 0 p )

2
p=VV ,HH
∑ + (w −wNCEP )

2

Δw2 + sin
2((φ −φNCEP ) / 2)

δ 2  (20) 415	  

 The weighting factors for the Aquarius data are set according to the expected measurement 416	  

and modeling uncertainties. We let ΔT  be the Noise-Equivalent-Delta-T (NEDT) of radiometer 417	  

and γ p  be1.4 times of the radar measurement sensitivity (kpc). The values of NEDT and kpc, a 418	  

function of signal-to-noise ratio, have been pre-computed and saved in the Aquarius L2 data 419	  

files. The value of Δw  is 1.5 ms-1, a rather weak constraint because the accuracy of CAP wind 420	  

speeds is estimated to be about 0.7 ms-1 (Yueh et al., 2013). The value of δ  is 0.2, which will 421	  

constrain the wind direction to be within an RMS deviation of 11 degrees from the NCEP wind 422	  

direction. Our previous analysis (Yueh et al., 2013) indicates that the directional accuracy of the 423	  

CAP algorithm is about 10 degrees or better for wind speeds of 15 ms-1 or above. The effect of 424	  

the last term will not impact the accuracy of the CAP wind direction retrieval for high winds, but 425	  

will help constrain the wind direction solution for low winds, for which the L-band data have a 426	  

weak response to wind direction (Figs. 1 and 2). 427	  

We have applied a modified Levenberg-Marquardt algorithm (Burton et al., 1999) to find the 428	  

local minima of the cost function. The details of the minimization process and method to remove 429	  

ambiguous solutions are described in (Yueh et al., 2013) and will not be repeated here. 430	  
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V. ERROR ANALYSIS 431	  

We have assessed the accuracy of Aquarius CAP products by comparison with the SSMI/S 432	  

wind speed and in situ salinity data from APDRC and JAMSTEC gridded products. Detailed 433	  

comparison of the Aquarius SSS for each antenna beam and gridded products with the in situ 434	  

data from tropical moorings, Argo floats and Argo gridded products and the influence of many 435	  

data flags can be found in (Tang et al., 2014). The assessment was performed using the Aquarius 436	  

V2.5.1 data. We expect the conclusion on the performance of CAP algorithm to be applicable to 437	  

the Aquarius V3.0 data because the Aquarius V3.0 data has the same antenna TA and radar  as 438	  

those in the Aquarius V2.5.1. The changes from Aquarius V2.5.1 to V3.0 data are small with 439	  

updates to data flags in the Aquarius L2 data, but no changes to the TB and σ 0  calibration. 440	  

For the accuracy of wind retrieval, we computed the Root-Mean-Square (RMS) difference 441	  

between the CAP and SSMI/S wind speeds, and find its value to be about 1 ms-1. We also 442	  

applied the triple collocation analysis using the SSMI/S, CAP and ECMWF winds (Stoffelen, 443	  

1998; Vogelzang et al., 2011). The results indicate that the accuracy of CAP wind speed is 444	  

essentially the same as that of SSMI/S wind speed, about 0.7 ms-1, and less than the 0.9 ms-1 445	  

error for the ECMWF. The result of the triple collocation analysis based on V2.5.1 data is the 446	  

same as what was reported in (Yueh et al., 2013), and hence we don’t include similar tables or 447	  

figures in this paper. The result also justifies the choice of 1.5 ms-1 for the Δw  weighting factor 448	  

in Eq. (20).  449	  

The accuracy of wind speed retrieved from the Aquarius scatterometer dual-polarized (VV 450	  

and HH) data is also excellent (Fore et al., 2013). The RMS accuracy of scatterometer wind 451	  

speed is about 0.9 m s-1 estimated using the triple collocation analysis (Fore et al., 2013). 452	  

Although the scatterometer backscatter has shown weak dependence on the direction below 8 m 453	  

s-1, this characteristic in fact becomes beneficial for wind speed retrieval. Because of its excellent 454	  

accuracy, its use for galactic correction is feasible (Fig. 8). In addition, the L-band wind speed 455	  

from Aquarius will also be a very good reference for the future calibration of data from the 456	  

σ 0
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NASA Soil Moisture Active-Passive (SMAP) and Cyclone Global Navigation Satellite System	  457	  

(CGNSS) Missions. 458	  

Detailed error analysis of the Aquarius salinity products has been performed by Tang et al. 459	  

(2014). Their comparison with the in situ data from Argo floats and moorings has been reported 460	  

for time series and monthly gridded products. They have also indicated biases and root-mean-461	  

square difference (RMSD) of the SSS from each Aquarius beam.  462	  

For this article, we will focus on the assessment of monthly gridded products by comparison 463	  

with the APDRC and JAMSTEC monthly gridded salinity products. We generated the CAP 464	  

monthly average gridded products on a 1 by 1 degree grid using the optimal interpolation 465	  

method: The Aquarius data within 110 km search radius of every grid point are weighted by a 466	  

Gaussian function with half-power at 75 km from the grid point.  467	  

We computed the bias between CAP and APDRC as the differences of monthly averages 468	  

from the September 2011 to September 2013 (Fig. 10). The bias is mostly between plus and 469	  

minus 0.2 psu, except for regions near the Inter-Tropical Convergence Zone (ITCZ) and 470	  

outflows from major rivers, such as Amazon, Congo, and Ganga.  The bias is either due to the 471	  

impact of rain, surface stratification or salinity bias in the CAP or APDRC SSS products. 472	  

We compared the RMS amplitude of anomaly over the 2-year period (Fig. 11). The mean of 473	  

monthly averages is computed, and the anomaly is the deviation of the monthly average from the 474	  

24-month mean. The RMS amplitude of anomaly is computed as the RMS average of the 475	  

anomalies over 24 months. In the following discussions, we will denote SARGO and SAQ as the 476	  

APDRC and Aquarius CAP SSS anomalies, respectively. The spatial pattern of the RMS 477	  

amplitude of Aquarius CAP SSS anomaly (SAQ), particularly around the ITCZ, is strikingly 478	  

similar to that of the APDRC product (SARGO). This suggests that Aquarius and APDRC have 479	  

observed similar physical processes although with different amplitude. The visual correlation is 480	  
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supported by the high correlation coefficient between SAQ and SARGO illustrated in Fig. 12. The 481	  

correlation coefficient could be 0.8 or higher in many regions. 482	  

We find over most parts of the global ocean away from the ITCZ and river outflows that the 483	  

RMS amplitudes of SAQ and SARGO are quite small in the range of 0.1 to 0.2 psu (Fig. 11). A 484	  

small amplitude in the APDRC anomaly means that these regions are quite “stable” with small 485	  

temporal salinity variability. Since the Aquarius CAP SSS also has small anomalies, we can 486	  

conclude that the Aquarius CAP retrieval over time is consistent with the APDRC to about 0.1 to 487	  

0.2 psu over 2 years. Furthermore, some of the regions with small anomalies also have strong 488	  

correlation (Fig. 12), suggesting that the small anomaly in the Aquarius retrieval for these 489	  

regions is physical signal of ocean processes, not noise. Based on the coherency between 490	  

Aquarius and APDRC, it is likely that the accuracy of monthly-averaged CAP product has 491	  

reached 0.2 psu or smaller at least for the regions of small anomalies (Fig. 11). 492	  

However Aquarius anomaly generally has larger amplitude, and reaches as large as 0.5 psu in 493	  

the ITCZ (Fig. 11), while the APDRC could be a factor two smaller. Many of these regions in 494	  

the Pacific, Indian Ocean and Atlantic also have high correlation (Fig. 12). If the larger 495	  

amplitude in the Aquarius anomaly is due to noise (uncorrelated), then the correlation should be 496	  

low (0.5 or smaller). For the regions with large anomaly and high correlation coefficient (larger 497	  

than 0.8), the observations by Aquarius and APDRC are probably both accurate, and the 498	  

differences can possibly be attributed to the surface stratification in the top few meters of oceans. 499	  

For high latitudes with cold waters, the Aquarius salinity is not expected to be as accurate 500	  

because of a small sensitivity of TB to salinity changes. The standard deviation of the differences, 501	  

SD(=SAQ-SARGO), at high latitudes, particularly near the Antarctic, is about 0.3 psu or larger (Fig. 502	  

13). Because the correlation is low (Fig. 12) and the APDRC anomaly is small (Fig. 11), we can 503	  

conclude that the relatively large difference in the regions south of 50 degrees south latitude is 504	  

essentially caused by the noise or error in the Aquarius retrieval.  505	  
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Because there is a correlation between the Aquarius and APDRC anomalies, their differences 506	  

(SD) could be an overestimation of the error in the Aquarius CAP SSS. One method to estimate 507	  

the standard deviation of uncorrelated differences is to combine the estimate of anomaly 508	  

amplitude and correlation together. Because there is correlation between them, we can 509	  

decompose SAQ into correlated and uncorrelated components: 510	  

 SAQ = aSARGO + SN   (21) 511	  

Here “a” is a scaling coefficient and SN is a random uncorrelated component. The correlation 512	  

(Fig. 12) between SARGO and SAQ can be expressed as 513	  

 ρ = aσ ARGO
2

σ ARGO
2 σ AQ

2
= aσ ARGO

σ AQ

  (22) 514	  

where σ AQ  and σ ARGO  are the standard deviations of SAQ and SARGO, respectively. From them, we 515	  

can derive σ N , the standard deviation of SN, 516	  

 σ N =σ AQ 1− ρ2   (23) 517	  

The magnitude of is about 0.1 psu on average and mostly smaller than 0.15 psu (Fig. 14), 518	  

except near the regions of high precipitation or evaporation and major river outflows. Over a 519	  

large portion of the ocean, is 0.05 psu or smaller. The excellent agreement (i.e., small ) 520	  

with the APDRC strongly suggests that Aquarius has the capability to track the change of 521	  

seasonal change of salinity to about 0.1 psu level in the tropics and mid-latitudes. 522	  

By comparison, the standard deviation of the differences between SAQ and SARGO illustrated 523	  

in Fig. 13 is 524	  

 σ D = (a −1)2σ ARGO
2 +σ N

2 >σ N   (24) 525	  

It is always larger than σ N , and is mostly smaller than 0.2. The difference between what are 526	  

illustrated in Figs. 13 and 14 is due to the difference of the correlated components. 527	  

σ N

σ N σ N



 

23 
© 2014 California Institute of Technology. Government sponsorship acknowledged. 

The average bias between Aquarius and APDRC between 40 degrees N and 40 degrees S is 528	  

indicated in Fig. 15. There is a small negative bias of about 0.05 psu in the Aquarius CAP SSS 529	  

(CAP v2.5.1). The temporal variation of CAP retrieval bias seems to have a seasonal cycle with 530	  

a peak-to-peak change of about 0.07 psu. The average bias in the ADPS data denoted by V2.5.1  531	  

produced using the RSS algorithm is larger and has a larger seasonal cycle (~0.12 psu). We 532	  

performed similar comparison with JAMSTEC’s ARGO, and the results are essentially the same 533	  

(Fig. 16). Note that the CAP and ADPS algorithms use the HYCOM SSS to remove the global 534	  

radiometer calibration bias on a daily basis. If the seasonal cycle in the retrieved bias is purely 535	  

caused by the bias in the HYCOM, then both algorithms should have very similar bias. However, 536	  

this is not the case. Therefore the differences between the CAP and ADPS retrieval biases are 537	  

most likely due to differences in the algorithms, such as correction of the reflection of galactic 538	  

radiation and geophysical model functions. 539	  

The RMS differences between Aquarius CAP and APDRC SSS have reached as low as about 540	  

0.18 psu in March 2012, and are smaller than or equal to 0.2 psu for 10 out of 24 months (lower 541	  

panel in Fig. 15). The ADPS (V2.5.1) has a larger difference, always larger than 0.2 psu. Similar 542	  

comparison has been made with the JAMSTEC SSS, and the conclusions are very similar (Fig. 543	  

16). However, the average bias with the JAMSTEC is slightly smaller, and the RMS differences 544	  

are slightly larger.  545	  

The comparison with APDRC’s and JAMSTEC’s ARGO products suggests that the CAP 546	  

algorithm outperforms the ADPS-RSS algorithm with better accuracy, and its performance is 547	  

more consistent with a smaller variation seasonally; the RMSD of CAP varies between 0.18 to 548	  

0.24 psu, while the RMSD of the APDS-RSS algorithm varies between 0.21 and 0.3 psu. 549	  

VI. SUMMARY 550	  

This paper describes the Version 3 of Aquarius’ Combined Active-Passive (CAP) retrieval 551	  

algorithm, which uses Aquarius’ brightness temperature and radar backscatter for sea surfaces 552	  
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for simultaneous retrieval of surface salinity and wind. The major updates to the CAP-V3 553	  

algorithm include the galactic reflection correction, Faraday rotation and Antenna Pattern 554	  

Correction as well as the geophysical model functions (GMF) of wind and wave impacts. We use 555	  

a series of expansion with Gaussian basis functions to approximate the scattering coefficients of 556	  

ocean surfaces; this results in more accurate modeling of the reflection of galactic radiation and 557	  

consequently reduces the ascending-descending bias significantly in the salinity retrievals. This 558	  

improvement along with the Faraday Rotation and APC corrections leads to greatly reduced 559	  

errors in the Aquarius CAP salinity retrievals. 560	  

We have assessed the accuracy of Aquarius CAP wind by performing comparison with the 561	  

SSMI/S wind and triple collocation analysis. The root-mean-square difference with respect to the 562	  

SSMI/S wind speed is about 1 ms-1. The triple collocation analysis using the SSMI/S, CAP and 563	  

ECMWF winds indicates that the accuracy of CAP wind speed is about 0.7 m/s, essentially the 564	  

same as that of SSMI/S wind speed and less than the 0.9 m/s error for the ECMWF.  565	  

We have also assessed the accuracy of the Aquarius CAP salinity by comparison with the 566	  

two ARGO monthly gridded salinity products obtained from the APDRC and JAMSTEC. The 567	  

RMS differences between Aquarius CAP and APDRC or JAMSTEC gridded salinities are less 568	  

than 0.2 psu for most parts of global oceans, except the regions in the Inter-tropical Convergence 569	  

Zone (ITCZ), near the outflow of major rivers and at high latitudes. We find that the amplitude 570	  

of monthly anomaly in the Aquarius CAP salinity is highly correlated with that in the ARGO 571	  

data products in the ITCZ. The high correlation suggests that the difference between Aquarius 572	  

CAP and ARGO salinities could be a result of surface stratification or other physical processes, 573	  

resulting in differences between the salinity in the top few cm observed by Aquarius and a few 574	  

meters below the surface measured by ARGO. Should this be the case, Aquarius and ARGO will 575	  

provide complimentary information about the stratification in the ocean mixed layer. Accurate 576	  

salinity measurements close to the surface is required to investigate the surface stratification 577	  

process, and to validate the Aquarius salinity. 578	  
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 703	  

 704	  

Table 1. Antenna pattern correction matrices for CAP V3.0 processing. (a) Beam 1, (b) Beam 2, 705	  

and (c) Beam 3. The tables inlcude the values of matrix elements in the 3 by 3 matrices. 706	  

(a) Beam 1 707	  

1.045525 -0.038016 0.079827 

-0.002615 1.080154 0.019636 

-0.000837 -0.021868 1.085905 

(b) Beam 2 708	  

1.050368 -0.033706 0.029473 

0.000022 1.058856 -0.009407 

-0.000915 0.013014 1.053165 

(c) Beam 3 709	  

1.058510 -0.034170 0.028485 

0.000577 1.049372 0.013427 

-0.001530 -0.012219 1.029837 
	  710	  
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	    713	  

 

Figure 1. Aquarius radar backscatter versus the relative NCEP wind direction for 6 SSMIS 
wind speed bins. Data from three antenna beams are illustrated in three columns. 
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	    714	  

 

Figure 2. Aquarius excess surface emissivity versus the relative NCEP wind direction for 
6 SSMIS wind speed bins. Data from three antenna beams are illustrated in three columns. 
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Figure 3. The Aquarius A0 coefficients versus the SSMI/S wind speed for 8 SWH 
bins. The smooth curves, connecting the dots, represent the interpolation or 
extrapolation of the binned A0 data computed at 1ms-1 steps. 
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	   	  716	  

 

Figure 4. The Aquarius e0 coefficients versus the SSMI/S wind speed for 8 SWH 
bins. The smooth curves, connecting the dots, represent the interpolation or 
extrapolation of the binned e0 data computed at 1ms-1 steps.	  
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Figure 5. The Aquarius CAP processing block diagram.	  



 

36 
© 2014 California Institute of Technology. Government sponsorship acknowledged. 

	   	  718	  

 

Figure 6. The ascending and descending bias for Aquarius CAP SSS retrievals for 
two observations periods: (a) August 2012 and (b) May 2012. The upper panels 
correspond to the CAP v2.0 products corrected using the geometric optics model for 
the reflection of galactic radiation, while the lower panels for the neural network 
model (CAP v2.5.1).	  
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Figure 7. The bistatic scattering of ocean surfaces consists of Geometric optics 
(blue) and diffused scattering (green) terms. The diffused scattering term nominally 
has a smaller, but broader scattering pattern than the GO scattering term.	  
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Figure 8. Three-layer perceptron Neural Network used to model the reflected 
galactic sky radiation for vertical and horizontal polarizations, TglxV and TglxH. The 
network coefficients are trained using the back-propagation algorithm.	  
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	   	  721	  

 

 

Figure 9. The reflected galactic sky radiation computed using the neural network 
model versus time and orbit position (zang) of the satellite within an orbit. The 
value of ‘zang’ corresponds to the angular position of the satellite discretized at 0.5-
degree steps for each orbit; its value of 0 to 360 represents the ascending orbit and 
360 to 720 the descending. The three panels on the left are for vertical polarization, 
and three on the right for the horizontal polarization.	  
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Figure 10. The bias between Aquarius CAP and APDRC SSS for the time period 
from Sept 2011 to Sept 2013. 	  
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Figure 11. The amplitude of Aquarius CAP and APDRC ARGO monthly anomalies.	  
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Figure 12. The correlation coefficient between the monthly anomalies of Aquarius 
CAP and APDRC SSS.	  
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Figure 13. The standard deviation of the differences between Aquarius and APDRC 
anomalies for the time period from September 2011 to September 2013.	  
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Figure 14. The standard deviation of the uncorrelated differences (SN) between 
Aquarius and APDRC anomalies for the time period from September 2011 to 
September 2013.	  
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	   	  727	  

 

Figure 15. The bias and RMS difference between monthly-averaged Aquarius SSS 
and APDRC-ARGO monthly gridded product for topical and mid-latitudes between 
(40 deg N and 40 deg S). Black dots and curves are for the ADPS-RSS algorithm 
(v2.5.1). Red dots and curves are for the Aquarius CAP product (CAP v2.5.1).	  
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Figure 16. The bias and RMS difference between monthly-averaged Aquarius SSS 
and JAMSTEC-ARGO monthly gridded product. Black dots and curves are for the 
ADOPS-RSS algorithm (V2.5.1). Red dots and curves are for the Aquarius CAP 
product (CAP V2.5.1).	  

	  


